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Abstract—The use of haptic virtual fixtures is a potential invasive surgery results in relative motion of differengams
tool to |mp‘)‘rove the s?fety of robotic and telerobotic surgery. and tissues, then this use of pre-operative imagery is prob-
They can “push back” on the surgeon to prevent unintended oy aiica|. Repeating CT scans during the surgical progedur

surgical tool movements into protected zones. Previous work Isa ts loaistical licati I . S
suggested generating virtual fixtures from preoperative image presents logistcal complications, as well as increa an

like CT scans. However these are difficult to establish and register €xposure to the patient.
in dynamic environments. This paper demonstrates automatic A solution to this problem is to generate haptic virtual

generation of real-time haptic virtual fixtures using a low cost fixtures from depth camera imagery in real-time. Haptic ren-
Xbox Kinect™ depth camera connected to a virtual environment. dering from RGB-D data was first investigated by Cha et al.

This allows generation of virtual fixtures and calculation of haptic A1 Thei thod - - f ded
forces, which are then passed on to a haptic device. This paper[ ]. Their method requires pre-processing of recorded came

demonstrates that haptic forces can be successfully rendererbin ~ data and therefore is not suitable for real-time renderig o
real-time environments containing both non-moving and moving dynamic environments.

objects. This approach has the potential to generate virtual — This paper demonstrates generation of real-time haptic
fixtures from the patient in real-time during robotic surgery. virtual fixtures using Xbox Kinect, a low cost device devaidp
for the gaming purposes.

In Section[ll depth cameras and RGB-D cameras are dis-
cussed. Ii.Tll the implementation of the proposed approach i
This paper presents a potential method to improve the safgpgsented. Experimental evaluations are contained inddect

and efficacy of robotic and telerobotic surgery. Provisidn @V] Finally, Section ¥ provides suggestions for future work
haptic feedback to the surgeon, so that a “sense of touch” is

available to assist the surgeon, is an ongoing topic of rekea Il. DEPTHCAMERAS

at several labs. Of particular interest are methods to cainst RGB-D cameras specify color information for each pixel
robot tool movements and to provide the surgeon with hapti¢éid also specify an estimated distance from the camera to
indication of “don’t cut” zones. Such constraints are oftethe pixel. This depth estimation is most commonly calculate

called virtual fixtures|[10]. They have been discussed in th\,&ing either time-of-flight, active stereo or projectedtgas.
context of telerobotics and surgical robotics for the past t
decades.

Abbott et al. [1] suggests that Virtual Fixtures can b
divided into two categoriesGuidance Virtual Fixtureswhich
guide the operator of the haptic device along a specified pa
and Forbidden-Region Virtual Fixtureshat “push back” on
unintended movements into certain protected zones.

In this paper, we propose a novel method for the autom
generation of Forbidden-Region Virtual Fixtures, basednup
images obtained from a depth camera. !

Virtual Fixtures for telerobotics are most commonly specF
fied as simple geometric shapes. However, for use in surgi
robotics, these fixtures may need to represent (or be derived
from) portions of the patient’s anatomy_ Thus a Cha”end@. 1 IR dot pattern of a scene with _a Styrofoam head held gainat
arises: How can virtual fixtures be appropriately specifieﬁTglf)'lgcskug:rcé g?'ﬁ:g)i'n%)glgrv\r,ﬁgrrzsﬁ]netfé'g?eof]g?;gmznd&:&goﬁ
relative to the patient—and can this be done in real time, gepth estimation.
as to compensate for movements and deformations during a
surgical procedure? The Xbox Kinect is a low cost RGB-D camera (with an

Li et al. [7] suggest that shapes generated from pre-operatapproximate retail price of US$150) that has been developed
CT scans (via 3D Slicer [3]) can be used as virtual fixturefor use with video games. The Kinect consists of one infrared
This approach can work for surgery when there is little (tR) projector, one IR camera and one regular RGB camera.
no movement, if the CT scan can be adequately registefBde IR projector emits a dot pattern, which is known for a
to the patient. However, when robotically-assisted miriyna certain depth, into the room (see Figlile 1). The IR camera

I. INTRODUCTION




then captures reflections of this pattern from objects in the

room. This is done at 30 frames per second. A triangulation is 1/fs 0 0 0

then performed on the dots, which results in estimates of the 0 ~1/f, 0 0

depth value for each pixel in a 640x480 matrix (with depth (w v d 1) 0 0 Y 0 a
estimates taking values between 0 and 2047 units). [6] [5] —co/fe cy/fy —1 b

At 2m distance the depth resolution i&m and the hori-

zontal/vertical resolution i8mm. The horizontal field of view =@ ¥ 7 w) )
is Hroyv = 58° and the vertical field of view i¥roy = 45°.

The operating range 8.8 — 3.5m. [8] —w (x y 1) @)

Il I MPLEMENTATION The parameters in Equatidh 1 are estimated values for the

A. System Configuration camera intrinsics,, f,, a are scaling factors ang},, c,., b are
A diagram of the system is shown in Figurk 2. It consisgffset constants) obtained from calibration by Burius ¢
of three subsystems: Table[l below).

1) The depth cameraThe Kinect RGB-D camera collects
depth information from the physical world and sends it to a
PC.

2) PC running a virtual environmentThe Kinect camera
is connected to a PC running a virtual environment developed

TABLE |
PARAMETERS USED IN TRANSFORMATION

fx 594.214342
fy 591.040537

by the authors that uses the open source OpenKinect driver ¢ 339.307810
(source downloaded 12/08/2010, compiled on Ubuntu 10.10 Cy 242.739138
64 bit). This virtual environment visualizes the depth map a  -0.003071102

. i . ) b 3.330949516
as a point cloud and the Haptic Interaction Point (HIP) as a

sphere. The haptic forces are rendered from this informatio
The forces are re-calculated 1000 times per second.

This PC is connected via a UDP network socket (repr&. Properties of the Point Cloud
sented by the vertical dotted line in Figlre 2), to a second PCThe g, y and z values in Equatiof]2 can be visualized in

which is connected to a haptic device. Haptic force infofamat one image as a point cloud where each point is represented
(derived from the Kinect) is sent outwards over the networky 3 small dot.

and haptic tool tip movement information is received from th The maximum number of points in one image &g, =

network. _ o o 640 x 480 = 307200. The point cloud will be denser for short
3) PC connected to haptic devic&his PC is an interface gistances and sparser for longer distances. For a giveandist

for the Phantom Omffi (SensAble Technologies Inc., MA, 7 (in meters), the maximum number of points per square meter
USA) haptic device to receive forces and send movements fgrgiven by Equatiofils.

the HIP. The OpenHapti€¥API is used for communication
between the haptic device and the PC.

v
PC running a h =2z x tan( FQOV) )
i ™ virtual environment PC connected Hrov
pi,-(olj:‘::sﬁa Draws point cloud | _ to haptic device w = 2z x tan( ) 4)
! Forces
pattern and and HIP +—— Send§ force_s N -
performs  Depthdata Calculates and to haptic device Ppoints = X w

triangulation sends forces over . Controls HIP in , )
? twork Toolth _ virtual environment D. Haptic Rendering
a networl 1 movements

Network'Interface Since the haptic forces in this paper are generated from
a point cloud and not from a solid mesh, conventional haptic
rendering methods based on collision detection cannotéxe us

McNeely et al.[9] suggested a solution to this problem using
B. Interpretation of depth data the Voxmap Pointshell method, but this solution uses point

The Kinect camera returns depth data in a 640x480 matf}euds with pre-computed surface normals.

]\/[(’U,,U) where each element Corresponds to a pixe| with alnstead, for calculation of the forces on the HIP the follow-

depth value ranging between 0 and 2047. The depth diig algorithm is used, wher&,az, Nmin, Dinresn @and ks

is then transformed (see Equatibh 1), using a homogenei€ pre-defined parameters.

transform, to a Cartesian coordinate system where 1 unitl) First we determinéV, the number of points involved in

corresponds to 1 meter. the interaction with the HIP. LeNyj,,..s;, be the number
of points within the radiu®;.s» of Puarp (See Figure

u € 10,639],v € [0,479] ,d € [0,2047] [3). Then, use the following rule:

Fig. 2. System Configuration for generation of real-time ltagttual fixtures



Nthresh > Nmax (6)
choose theN = N,, ., points closest tPyrp.
If

Nmin S Nthresh S Nmaz (7)

choose all points within the radiu®;j,,¢s;, of Puip.
If

Ninresh < Noin (8) Fig. 4. Captured image from the Kinect RGB camera (Left) anchtpoi

cloud representation of the same scene viewed from a sligiftgrent angle

do not choose any points. That i, = 0. (Right).

2) Designate the chosen poirls, 1 < k£ < N, where N
is the number of chosen points.
3) Calculate the vectors from each polRf to Pyrp.

Vi = Purp — Px )
4) Attach a virtual spring force to each point.
A%
Fie = ke(Dunresh — [[Vidll2) x mo2— (10)
[Vicll2

5) Calculate the total force on the HIP, normalized by thig
number of chosen points. :

N
1
Farp = N Z Fi (11) Fig. 5. Closer look at the point cloud representation of tieptd map
k=1 where the red sphere shows the position of the HIP (Left). fd@tic device

; ; i q??trolling the HIP (Right). Rip illustrates the force acting on the operator
The. parameters Ir.] the. eqya“ons above are obtained of the haptic device when trying to push the HIP towards tlyedBbam head.
experimental evaluation (ie, trial and error).

PR kit -
'/' \\ /¢" \\ B. Evaluation of Parameters and Haptic Rendering
. .

’/ \‘ '/ \‘ Choosing the parameters for the haptic rendering is a trade-
K Frip ' K Frap ' off problem between haptic resolution, haptic stiffnessl an
1 . Fr 1 1 F 1 haptic stability. A search ofV,,,, values (6 values between
1 1 ‘—»

! @ @ & ': ' @ Fs ': 50 and 300)k, values (5 values between 300 and 700) and

' @ K . h K Dipresn (6 values between 0.02 and 0.07) resulted in the

N J N 2 J selected parameters.

KN A o ol A subjective determination of the “best” parameters was
“*~.._.—" A T obtained based upon perceived resolution, stiffness atid la

of oscillation artifacts. The resulting parameters wége=
Fig. 3. lllustration of the point cloud around the HIP (Hapthteraction SOQN/m, Dt_hresh = 0.04m, Npip, = 10 and Nypyqz = 100.
Point) for two different cases using parameté¥s,;, = 1, Nmaz = 3. In  This evaluation was performed by one operator. It is operato
the first caseP2 andP,4 are outside the threshold distance and do not aﬁeﬁependem since individual sensory capabilities, handsma
the HIP (Left). In the second case, all points are within tireghold distance - . o
but only the three closest point., P2 and Ps, affects the HIP. (Right). and m_eChamcal properties, and preferences will all affeet
selection of best parameter values.

The forcesFy, in Equatior 1D are modelled as spring-forces.
. Therefore touching a any surface, mapped as a point cloud,
A. Virtual Environment will feel like a linear spring.

Figure[4 shows the real image side-by-side with the virtual A sharp90° edge will feel like a rounded edge with radius
environment. The point cloud visualizes the depth infoiamat D;p..sn, because the HIP interacts with points within this
captured by the Kinect camera. The point cloud can be rotatedlius.
and viewed from any angle. A limitation of using this algorithm is that it will be posdé

Figure[B illustrates haptic interaction with a non-movingo “pop through” a point cloud. This means that the HIP will be
Styrofoam head on a table. The right side of Figure 5 indgcatable to move through a point cloud if enough force is applied,
the force applied to the operator’'s hand. The red sphereecin #wven if the point cloud represents a rigid object with a very
point cloud marks the location of the HIP. large stiffness.

IV. RESULTS



The theoretical maximum “pop through” force using the Incorporation of meshing in the rendering algorithm may
parameters above Will b€y _.,0c = ks * Dinresn = 20N, significantly enhance the ability to produce rigid objectshe
for the case with an infinite dense point cloud (no gagsaptic rendering, and will likely improve the transientpesse
between the points). Naturally, the “pop-through” forép, properties of the overall system. A related issue is the need
will decrease as depth increases and the point cloud giis automatic haptic force calibration. Ideally this woubé
sparserfy,, will also be lower for complex surfaces with poorenabled in real time, continuously through the surgery.
depth estimation. A different concern is the need to provide registration of

For the point cloud of the table in Figufd 4, the “pophe haptic images with known points in the real environment
through” forcesF),; ranges between2.9N at the near-end (such as patient landmarks).
of the table and’.5N at the far-end. Finally, there is a need to capture the haptic properties of

Some sensor noise on the depth values was observed. Hifferent tissues, and to provide this as haptic feedback to
noise had a standard deviation @82mm at 0.5m depth. the operator. This might involve synthetic palpation, aghd

through small amplitude vibrations of sensor-instrumente

C. Interaction with moving objects surgical tools when in contact with tissue, and processing o

Figure[® illustrates 3D interaction with a moving virtuafhe resulting information as a parallel channel in the feapti
fixture, in this case a moving hand. When the hand slowfndering.
moves up, the haptic device is forced to move along.

VI. CONCLUSION

This paper demonstrates the automatic generation of real-
time haptic virtual fixtures using a RGB-D camera connected
to a virtual environment developed by the authors. It is ghow
that haptic forces can be successfully rendered from real-
time environments containing both moving and non-moving
objects. This approach has the potential to generate ireal-t
virtual fixtures from the patient during robotic and telentib
surgery.
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