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Abstract

A technique called ‘shaving’ is introduced to automatically extract the combination of relevant image regions in a comparative study.
No hypothesis is needed, as in conventional pre-defined or expert selected region of interest (ROI)-analysis. In contrast to traditional
voxel based analysis (VBA), correlations within the data can be modeled using principal component analysis (PCA) and linear discrim-
inant analysis (LDA). A study into schizophrenia using diffusion tensor imaging (DTI) serves as an application. Conventional VBA
found a decreased fractional anisotropy (FA) in a part of the genu of the corpus callosum and an increased FA in larger parts of white
matter. The proposed method reproduced the decrease in FA in the corpus callosum and found an increase in the posterior limb of the
internal capsule and uncinate fasciculus. A correlation between the decrease in the corpus callosum and the increase in the uncinate fas-

ciculus was demonstrated.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Over the past few years, diffusion tensor imaging (DTI)
(Basser et al., 1994a,b) has provided important insights in
the structure of the brain. DTI measures the amount and
direction of the diffusion of water. In white matter, the dif-
fusion of water is anisotropic, parallel to the nerve direc-
tion, whereas in gray matter the diffusion is more
isotropic. The diffusion is often characterized by a rank-2
tensor, from which scalar measures can be derived such
as the fractional anisotropy (FA) and apparent diffusion
coefficient (ADC).

A still growing number of studies analyze DTI to deter-
mine changes in brain structure in schizophrenia. Schizo-
phrenia is a cognitive disorder occurring in about 1% of
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the world population. The first symptoms usually occur at
early adolescence, with signs of abnormal social behavior
and hallucinations. Studying DTI-data of schizophrenics
and controls is challenging, since there is no clear hypothe-
sis specifying where differences are to be expected. What is
generally assumed however, is that schizophrenia affects
white matter structure in the brain (Shenton et al., 2001).
Typically, schizophrenia is studied by way of a region of
interest (ROI)-analysis or voxel-based analysis (VBA)
(Kanaan et al., 2005). In the former method, mean values
of pre-defined or expert selected regions in a patient and
control group are compared. The latter method consists of
a comparison per individual voxel. The main findings
reported are a decreased FA in the corpus callosum (Agartz
et al.,, 2001; Ardekani et al., 2003; Foong et al., 2000;
Hubl et al., 2004) and cingulum (Ardekani et al., 2003; Kub-
icki et al., 2003; Sun et al., 2003; Wang et al., 2003), but
changes in various other white matter regions have been
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reported as well (Kanaan et al., 2005). Clearly, the regions in
the brain are highly interacting with each other, such that a
correlation between the reported regions with a decreased
FA might be expected. This correlation is modeled neither
by ROI-analysis nor VBA, because they consider the regions
or voxels independently and thus analyze them separately.
Another drawback of ROI-analysis is that expert knowl-
edge, needed in annotating the ROIs, is subject to variation.
A voxel-based analysis method is therefore preferred,
although it is extremely sensitive to a misregistration of
the data, a problem that gets worse with increasing resolu-
tion of modern scanners. A voxel-wise comparison of the
data is then unjustified.

Despite of the mentioned drawbacks, doing ROI-
analysis or VBA is still common practice in clinical studies.
The analysis would be greatly strengthened by a new model
that combines the advantages of both previous methods.
As in VBA, no prior knowledge on correlating regions
should be required. The result would be regions, containing
multiple voxels related to brain regions, showing differ-
ences between the populations, comparable to a ROI-anal-
ysis. Such a model may have more discriminative power
and better describe the underlying process of the disease.

In this paper, a machine learning framework will be pre-
sented that meets the previously mentioned requirements.
Principal component analysis (PCA) and linear discrimi-
nant analysis (LDA) are used to mutually weight the
voxels, such that correlation within the data can be mod-
elled. A small study using PCA/LDA has been done earlier
(Zhu et al., 2005). We propose a technique called ‘shaving’
(Hastie et al., 2000) to automatically extract the set of
voxels separating patients from controls. By seeking a set
of voxels, spatial correlation is incorporated in shaving.
No expert knowledge is introduced in the whole process.
A study into schizophrenia serves as an application; the
proposed framework can potentially be applied to many
other comparative studies.

2. Materials and methods
2.1. Subjects

Male patients admitted to the Adolescent-clinic of the
Academic Medical Center in Amsterdam, The Netherlands
and between 18 and 28 years of age were consecutively
included. Patients had a clinical diagnosis of recent-onset
schizophrenia or a related disorder according to DSM-IV
criteria (American Psychiatric Association, 1994). All
patients received antipsychotic medication.

Exclusion criteria were: history of a demonstrable neuro-
logical or endocrine disease, history of a head trauma with
loss of consciousness for more than 15 min, mental retarda-
tion, gross brain abnormalities on conventional MRI and
substance abuse within one week of MRI-acquisition. Addi-
tional exclusion criteria for controls were: lifetime diagnosis
of substance abuse and a personal or family history of a
major psychiatric illness such as schizophrenia. Controls

were matched to patients for gender, age, educational level
and handedness. This study was approved by the local med-
ical and ethical committee. After complete description of
the study to the subjects, written consent was obtained.

After the clinical condition of the patients had stabi-
lized, patients were interviewed by a research staff member
who was not involved in the treatment. Date of the first
psychotic episode and educational level were assessed.
The start of the first psychotic episode was defined as the
moment when patients experienced hallucinations, delu-
sions or disorganized behavior/speech during most part
of the day, during at least one week. Handedness was
determined using the Annett handedness questionnaire
(Annett, 1970).

2.2. Data acquisition

MR diffusion tensor imaging was performed on a 1.5T
Siemens Visions (VB33E, Siemens, Erlangen, Germany).
A spin-echo EPI sequence with an extra 180° pulse and bal-
anced diffusion sensitizing gradients was used to minimize
artifacts induced by eddy currents (Reese et al., 2003). Other
imaging parameters were: diffusion weighting 5 = 1000 s/
mm?, voxel-size 2 x 2 x 6.5 mm, TE (echo time) 109 ms, six
icosahedric diffusion directions (Akkerman, 2003).

2.3. Data preprocessing

The diffusion is described by a 3 X 3 symmetric tensor D,
from which eigenvectors e¢; and eigenvalues 4; can be calcu-
lated. The diffusion tensor can be visualized by an ellipsoid.
The eigenvectors are the axes of the ellipsoid, the eigen-
values determine the shape and size of the ellipsoid. The
fractional anisotropy (FA) (Basser and Pierpaoli, 1996) is
a scalar measure derived from the tensor and written as

\/(21 —0)? + (= A3) + (Ja — J)’

V24/72 4 03+ 02

which ranges from 0 (isotropic) to 1 (anisotropic). Tensor
representations for some FA-values are displayed in
Fig. 1. The FA is commonly used in brain studies in which
changes in brain structure are expected (Kanaan et al.,
2005). This is based on the assumption that a reduction
of FA in white matter corresponds to a reduction in white
matter integrity.

The diffusion weighted images (DWIs) were isotropi-
cally resampled to 2 x 2 x 2 mm, allowing sub-voxel trans-
lations in the z-plane in registration. Moreover, the DWIs
were smoothed with a Gaussian kernel of 2 mm, thereby
reducing the occurrence of high FA due to noise and limit-
ing the negative side-effects of possible misregistration.
When isotropically smoothing DWIs, there is a risk of mix-
ing up intensities related to bundles with different orienta-
tions. However, considering the relatively low spatial
resolution of the acquisitions, this effect will be negligible.

FA =

(1)
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(a) Al = Az = )\3

(b) A=A > A3

(C) AL A > A3

Fig. 1. Three tensor representations with FA-values 0, ~ % and ~1, respectively.

In a voxel-based analysis, a proper registration is not
only essential but also a challenging task, due to large var-
iability in inter-subject anatomy. Solely an affine transfor-
mation will not map the volumes onto the same frame of
reference. Therefore, a non-rigid registration using the
demons algorithm (Thirion, 1998) was added to an affine
transformation using 12 degrees of freedom. The registra-
tion was done directly on the FA-images in 3D-Slicer,
using the FA computed from an DTI-atlas (Wakana
et al., 2004) as target. In order to avoid local minima in
the non-rigid registration, an image pyramid was build
with subsampled copies of the data. Registration was per-
formed at each level, starting at the top and moving one
level down after convergence of the demons algorithm.
The deformation field, a 3D-vector field, was regularized
by smoothing using a Gaussian kernel with ¢ = 1.

After registration, a threshold of 0.25 was applied to the
FA, restricting the analysis to white matter (Alexander
et al., 2000), which is expected to be affected by schizophre-
nia (Shenton et al., 2001).

2.4. Algorithm design

A new algorithm will now be described, aiming to auto-
matically detect regions that discriminate patients from
controls. This is done by ‘shaving’ the voxel space, based
on the mapping computed by PCA/LDA. Classification
is done during shaving to validate if the populations can
still be discriminated based on the information stored in
the preserved regions.

2.4.1. Mapping computation

Let us now briefly review PCA/LDA-analysis. The
patient and control group are denoted w,, and w,, the so-
called classes. Let m, and m. be the number of patients
and controls, summing to m, the size of the cohort. The n
voxels to be studied are reshaped to n-dimensional vectors
x; (i=1,...,m), where the ordering is chosen arbitrarily.

Thus, each image can be regarded as a point in an n-
dimensional space R". In general, the cohort size is much
smaller than the number of voxels (m < n), making the
problem of discriminating data in this space highly ill-
posed. This is called the small sample size problem (Fuku-
naga, 1990), for which a unique solution does not exist.
PCA/LDA solves this problelei)I}\ a two-step way of dimen-
sionality reduction, R" — R" — R (Huang et al., 2002),
such that a one-dimensional x; is obtained:

x;=a'(x; —X), (2)
where X is the mean over all x; and a is written as
a="g. (3)

The matrix P, ., maps a point from R" to R". It contains
only non-singular eigenvectors or principal components of
the total scatter matrix S, = > (x; — X)(x; — %)" (Turk and
Pentland, 1991). The order of eigenvectors is such that
the corresponding eigenvalues are monotonically increas-
ing. If r =m — 1, all variance in the data is retained; lower-
ing r yields a loss of information. A proper choice of r will
be discussed later on. Projecting x; onto P results in vectors
x, = P"(x; — x) of length r.

The vector ¢ of size r is found by LDA, aiming to dis-
criminate patients from controls in a one-dimensional
space R. ¢ is computed in the low-dimensional subspace
R" and written as (Duda and Hart, 2001)

q=35,"'S, (4)

with  the class-within scatter matrix Sy =+ S =
> (x’ — X)) (x) — )_c;) and the class-between scatter matrix
Sy = 12 (X = ¥)(¥, —x N\ for the two-class case and the

mean of class j notated as xj.

2.4.2. Classification

Now the data can be projected onto x* using Eq. (2). In
the remainder of this paper, it is assumed that X! <X
(x* is mirrored if this is not the case). Cla551ﬁcat10n w1th
a simple classifier, the nearest-mean classifier, is done on
x*. The classification error is computed by means of
cross-validation (Duda and Hart, 2001).

Fivefold cross-validation randomly divides the data into
five groups of approximately equal size and with the same
proportion of the classes. Now four groups are used as
training set, for computing a, and one group is used as test-
ing set, which is mapped onto « for computing the classifi-
cation error. This is done five times, each time rotating the
data in the training and testing sets, resulting in five errors
computed on the individual groups, which are averaged.
The cross-validation is repeated 10 times, with different
composition of the cross-validation groups, after which a
mean error is computed. The 95%-confidence region of
the error depends on the error and size of the cohort (Duda
and Hart, 2001). If the upper boundary is below 50%, a sig-
nificant difference between patients and controls is con-
cluded. An estimate of the stability of the classification
error is given by the standard deviation of the error over
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Fig. 2. x™ with Parzen density estimation plotted for a training and testing
set. The vertical dashed line indicates the decision boundary.

the 10 repeated cross-validations. As an illustration, x*
is plotted for one training and testing set in the cross-
validation, with a corresponding Parzen density estimation,
in Fig. 2.

Cross-validation is used to choose r, the dimensionality
of the subspace where LDA is performed. The first princi-
pal components are expected to describe most variance in
the data, whereas the last only describe noise. The error
is therefore expected to lower until a certain minimum,
which defines the value of r. The classification error is com-
puted ‘forward’, starting with the first and using an increas-
ing number of principal components. A second experiment,
in which the classification error is computed ‘backward’,
verifies if the last components indeed describe noise. Start-
ing with the trailing principal component, more and more
leading principal components are added until at the end
all are used. The error should in this case remain close to
50% until the leading principal components are added.

2.4.3. Visualization

It is clinically important to know which regions of the
brain manifest a significant difference between the popula-
tions (as indicated by the FA). The mapping ¢ computed
by the PCA/LDA-algorithm will therefore be analyzed to
identify those regions. a describes how the voxels are mutu-
ally weighted for discriminating patients from controls; in
other words, it reflects how voxels are combined to sepa-
rate the populations. The regions where |¢| is high contrib-
ute most to the separation in x* (notice that x* = 0 due to
the subtraction of the mean from the data).

Differences between patients and controls are expected
to emerge in regions related to known anatomical brain
regions. ‘Shaving’ is proposed as a way to automatically
extract the set of voxels separating patients from controls.
By seeking a set of discriminating voxels, spatial correla-
tion is incorporated in shaving. This technique was origi-

nally applied to genes, to identify subsets of genes with
similar expression patterns (Hastie et al., 2000). It itera-
tively removes voxels with small |¢| and then re-trains the
remaining voxels, such that the mutual weighting of the
voxels is adapted. A constraint is added to this procedure
to remove in each iteration small objects from a.

The shaving procedure is as follows:

(1) Consider all n voxels, V' ={1,2,...,n}.

(2) Compute a for all voxels in V in m images
{x(Wi=1...m,jeV}.

(3) Let P = {jla(j) > 0} and N = {ja(j) < 0}.

(4) Remove objects smaller than s,,;, voxels from P and
N.

(5) Let V=PUN.

(6) Discard 25% of the voxels with the smallest value of
|a(V)| from set V.

(7) Repeat from step 2 until the desired percentage of
voxels is left.

The stopping criterion is determined by studying the clas-
sification error as a function of the fraction of retained vox-
els. The error is expected to initially decrease due to removal
of noise, after which it increases when the discriminating
regions are being shaved off. The expected minimum of this
error curve is used to determine at which fraction of voxels
shaving is terminated. Note that the number of principal
components r is determined in a separate cross-validation,
before shaving. As a result of the shaving process, the com-
bination of regions discriminating the two populations is
automatically extracted from the data.

2.5. Algorithm evaluation

The behavior of the proposed shaving algorithm is stud-
ied by means of simulated data, containing regions whose
mean values are correlated. It will be investigated if r can
properly be chosen, how the classification error behaves
during shaving and if the resulting discriminating regions
match with the generated ones. For comparison, VBA of
this data will be done.

In order to study the reliability of the algorithm, two
tests are performed, regarding overtraining and stability.
In the first test, patients and controls are randomly divided
into two classes, containing the same proportion of the ini-
tial populations. If the classification error on this data is
significantly lower than 50%, the used classifier is over-
trained. In the second test the stability of the algorithm is
evaluated. The regions the algorithm comes up with should
not change much while adding or removing a subject to or
from the cohort. The stability is tested by a jack-knife pro-
cedure (Duda and Hart, 2001). Given m images, the classi-
fier is trained m times, each time removing one of the
images from the full set. For each object in a that is found,
the number of occurrences in each result is computed.
Objects showing up in more than 90% of the steps are con-
sidered to be stable and are displayed as a final result.
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The hypothesis of correlation in the data is verified by
doing LDA on the mean values of the regions resulting
from the shaving algorithm. The extent to which the
regions are mutually weighted gives an indication of the
existence of correlation.

3. Results
3.1. Simulated data

The behavior of the shaving algorithm was studied using
simulated data. Two classes containing 36 and 24 images of
size 100 x 100 were generated, containing a circle and a ring
both of constant intensity. The intensities of the two
objects were chosen such that they are correlated, see
Fig. 3. Zero-mean Gaussian white noise with ¢ = 10 was
added to the data, such that the SNR was approximately
equal to the SNR of DTI (Hunsche et al., 2001). The data
were smoothed using a Gaussian kernel with ¢ = 1.

A parameter sweep was performed for choosing the
optimal number of principal components r. The classifica-
tion error after cross-validation is plotted in Fig. 4, using
up to 45 principal components computed on the training
set. Both in the ‘forward’- and ‘backward’-experiment,
the error drops to zero when the second principal compo-
nent is added. This component is perpendicular to the
direction of most variation; it can be concluded from
Fig. 3(a) that best discrimination is achieved in this
direction.

Fig. 5(a) shows the results of the shaving procedure. In
the top image, the remaining voxels during shaving are
shown, the bottom image displays the corresponding
mapping a. The result of a VBA using statistical paramet-
ric mapping (SPM) (Friston et al., 1995) with P <0.001
and a minimal object size of 10 voxels is given in
Fig. 5(b). What catches the eye, is that VBA only found
the mean difference in the circle and not in the ring,
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Fig. 4. Classification error using the simulated data as a function of the
number of principal components used, with error bars denoting
the standard deviation of the error. See the text for an explanation of
the ‘forward’- and ‘backward’-experiment.

because the data was generated with different class means
in the former and equal class means in the latter feature.
Because the proposed algorithm was able to model corre-
lation in the data, it resulted in a combination of the ring
and the circle.

The classification error cannot be used as stopping crite-
rion in this experiment, because the classes were perfectly
separable using the subsequent mappings presented in
Fig. 5(a). Based on visual inspection, 10% is an optimal
fraction of voxels to use, because then background noise
has been removed whereas the generated structures remain
intact. This example demonstrates the potential power of
shaving; its performance on real data will now be
discussed.
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Fig. 3. (a) Scatterplot of the mean intensity values in the simulated data, generated with class means (100 100) and (100 110), and equal covariance matrix
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) . (b) The design used to generate the simulated data (top) and an example image of class 2, at intensity interval (95 125) to enhance contrast
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b

Fig. 5. (a) Illustration of the ‘shaving’-procedure: the remaining voxels in white (top) and the corresponding mapping a (bottom) of the simulated data
after shaving to 75%, 32%, 10%, 6% and 1.3%, respectively. (b) Two-sided conventional VBA (P < 0.001) of the simulated data.

3.2. Experimental data

Thirty-four male patients were included with an aver-
age age of 22.3 years and a standard deviation of 2.6
years. They were compared with 24 healthy controls with
an average age of 22.5 years and a SD of 3.2 years. Hand-
edness of patients was (right/left/ambidexter) 85/12/3%,
of controls it was 87/13/0%. Educational level of patients
was: 29% skilled training, 32% bachelor level and 38%
master level; of controls 29%, 29% and 42%, respectively.
No gross abnormalities could be detected on conventional
MR imaging by an expert. Eddy current induced morp-
hing in the phase direction was visually esteemed to be
negligible.

In order to apply PCA/LDA and shaving, a threshold
value s,;, had to be chosen for objects to be removed in
the shaving process, as described in Section 2.4. sy, was
set to 50 voxels (1.6 cm®), which is a typical size of brain

0.55 .
—— Backward
—o— Forward
0.5 |
0.45 1

0.4

0.35

Classification error

0.3

0.25

02 L L L L
0 10 20 30 40

Number of principal components

Fig. 6. Classification error using the FA as a function of the number of
principal components used, with error bars denoting the standard
deviation of the error. See the text for an explanation of the ‘forward’-
and ‘backward’-experiment.

tracts where changes are expected (Hermann et al., 2003).
The number of principal components r was chosen based
on the classification error after cross-validation, as can be
seen in Fig. 6. The ‘forward’-experiment makes clear that
r =13 is the optimal number of components, since adding
more components does not lower the error and increases
the standard deviation in the error. The ‘backward’-
experiment, starting with the last and adding leading
components, reveals that the trailing principal components
are indeed describing noise, because the error is close to
50%. As in the simulated data experiment, the standard
deviation in the error decreases when leading principal
components are included.

The classification error as a function of the fraction of
voxels retained after shaving is shown in Fig. 7. This figure
reveals only a slight increase in the error during shaving;
shaving is chosen to be terminated at 0.3%. The minimal
classification error of 25%, with the upper boundary of

0.34

0.32

0.3

0.28

0.26

Classification error

0.24

0.

0.003 0.01 0.03 0.1 0.3 1
Fraction of voxels retained in shaving

22
0.001

Fig. 7. Classification error using the FA as a function of the fraction of
voxels retained in shaving, with error bars denoting the SD of the error.
The ‘forward’- and ‘backward’-experiment start with the first and last
principal component, respectively and end using all components.
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Fig. 8. The mapping a computed using PCA/LDA of FA-images before shaving. a is zero on the gray background, negative in black and positive in white
regions.

Fig. 9. Only the stable regions in « after shaving to 0.3% of the total number of voxels. White regions indicate an increased FA, black regions a decreased
FA. The average FA is shown in gray on the background. The arrows point to the decrease in the corpus callosum and the increase in the uncinate
fasciculus.

Fig. 10. Two-sided VBA (P < 0.001) of the FA. White regions indicate an increased FA, black regions a decreased FA. The average FA is shown in gray
on the background.
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the 95%-confidence interval at 35% (Duda and Hart, 2001),
means a significant difference between patients and
controls.

The PCA/LDA mapping a before shaving is shown in
Fig. 8. The mapping after shaving to 0.3% and with unsta-
ble regions discarded can be seen in Fig. 9. These results are
interpreted as a decrease in the genu of the corpus callosum
and an increase in the right uncinate fasciculus and poster-
ior limb of the internal capsule.

VBA using SPM (Friston et al., 1995) was applied,
keeping voxels with P <0.001 and a minimal object size
of 20 voxels. The result is displayed in Fig. 10. A signif-
icantly lower FA can be seen in the genu of the corpus
callosum, which disappears when increasing the object
size threshold to 50 voxels as used in shaving. A higher
FA is observed in the posterior limb of the internal
capsule, as well as in several inferior white matter
regions.

After that the results were calculated, the algorithm was
tested on overtraining. The classification error of randomly
composed classes before shaving yielded 62%, lowering to
42% when 0.1% of the voxels are used. The upper bound-
ary of the 95%-confidence regions then equals 55%, such
that a significant difference between these classes cannot
be concluded.

Finally, LDA was performed on the mean values of two
resulting regions of the shaving procedure, situated in the
corpus callosum and uncinate fasciculus. These mean val-
ues are scatter plotted in Fig. 11, with the classification
boundary computed by LDA. The slope of this boundary
indicates that the classifier equally weights the regions,
indicating a correlation between them. The classification
error after cross-validation equals 25%, comparable to
the error after shaving.

+ schiz
L O  control
S 0.4f 1
<
L
03} + ;
+
0.4 0.5 0.6 0.7
FA

corpus callosum

Fig. 11. Scatter plot of the mean FA-values of the regions in the corpus
callosum and uncinate fasciculus found with shaving, with the classifica-
tion boundary given by LDA.

4. Discussion and conclusion

We introduced a new machine learning framework for
comparative studies on volumetric data. By ‘shaving’ the
mapping computed by PCA/LDA, a combination of char-
acteristic regions is automatically extracted. In this way, a
solution is found to a shortcoming of both ROI-analysis
and VBA, namely that they do not take correlation
between regions into account.

The method was applied to DTI-data of schizophrenics
and controls, which resulted in a classification error of
25% after shaving to 0.3% of the voxels. The discriminat-
ing regions correlated with a decrease in FA in the genu
of the corpus callosum and an increase in the right unci-
nate fasciculus and posterior limb of the internal capsule.
Conventional VBA found a decrease in FA in the corpus
callosum and an increased FA in various white matter
regions, including those found using the proposed algo-
rithm, which is unpreceded (Kanaan et al., 2005). The
shaving algorithm localizes the differences more accu-
rately, such that they can be better interpreted. The corre-
lation in the data was demonstrated by LDA of the
means of the regions of the corpus callosum and the unci-
nate fasciculus (see Fig. 11).

The number of principal components is a critical param-
eter, affecting the behavior of the algorithm. Including too
few components will only allow for describing global differ-
ences, whereas including too many might result in fitting
the model to the noise. Based on a parameter sweep embed-
ded in cross-validation, 13 principal components were
used. With only 60 subjects available, LDA was computed
in a sparsely sampled space, which can make the algorithm
unstable and thus unreliable. The stability was ensured by
only keeping the regions showing up in more than 90% of
the steps in a jack-knife procedure. The reliability was dem-
onstrated by an insignificant classification error of 42% on
two randomly composed classes.

It was not our intention to use the classifier in clinical
practice, judging whether a new subject is schizophrenic
or not, although it is theoretically possible. Rather, we
use the method only to identify significant differences
between patients and controls.

PCA is driven by the total variance, such that non-brain
regions largely influence the classifier, as they cover
approximately 50% of the voxels. The experiment with sim-
ulated data has shown that shaving is able to remove these
regions before eliminating characteristic regions. Still, a
threshold was applied to the experimental data for two rea-
sons. First, only differences in white matter were a priori
expected (Shenton et al., 2001). Second, only the main
white matter tracts were observed to be aligned after regis-
tration, such that voxel-wise analysis of other brain regions
was not allowed.

Not having any knowledge about the type of correlation
present in the data, a linear correlation was modeled in the
algorithm. A possible extension is using a non-linear
(kernel-based) classifier instead of PCA/LDA. This may
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lead to a lower classification error, if the correlation is
indeed better modeled non-linearly. However, there is no
standard solution for the problem of how to localize and
visualize differences using such a classifier.

The observed decrease in the corpus callosum was found
several times before (Agartz et al., 2001; Ardekani et al.,
2003; Foong et al., 2000; Hubl et al., 2004), whereas a find-
ing of higher FA is almost unpreceded. The increase in the
posterior limb of the internal capsule may be explained by
the fact that in this region tracts are crossing (Wiegell et al.,
2000). Then the second-order diffusion tensor model does
not hold and care must be taken in interpreting changes
in FA.

In this paper, the focus was on the methodology of the
shaving algorithm. Future work will be on gathering and
studying higher-resolutional data, in order to validate the
findings. Incorporating correlation in analysis is a new step
in pathological studies, opening the way to more knowl-
edge of brain diseases in the future.
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